
[ 31 ]

PSICOPERSPECTIVAS
INDIVIDUO Y SOCIEDAD

Recibido
2-03-2015

Aceptado
25-08-2015

VOL. 14, Nº 3, 2015
pp. 31 - 44

Validity and equity in educational measurement: The case of SIMCE

María Teresa Flórez Petour
Universidad de Chile, Chile

mtflorez@uchile.cl

Abstract

Chile has more than two decades of assessing the quality of education through a national censal system called 
SIMCE. However, there are scarce studies that address this assessment system from an up-to-date concept of validity. 
The aim of this study was to critically analyse the validity of SIMCE, considering the unitary concept of validity, the 
argument-based approach, the consideration of the whole process involved in the assessment system, the inclusion 
of the interpretations of all the stakeholders involved in the process, and threats to validity. Interviews to key stake-
holders were carried out along with analyses of official documents about SIMCE. An iterative analysis was executed 
on the basis of the theoretical considerations, focusing on the fairness of the assessment system as understood in 
international standards. Some of the main findings indicate SIMCE lacks fitness-for-purpose in relation to its aim of 
improving the equity of the education system. It generates negative consequences which can be detrimental to stu-
dents with more learning difficulties and from more vulnerable groups. And, it does not consider in its construction 
the diversity of students who have to take the tests.
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Validez y equidad en la medición escolar: El caso de SIMCE
Resumen

Chile lleva más de dos décadas evaluando la calidad de la educación a través de un sistema nacional censal llamado 
SIMCE. Sin embargo, hay una escacez de estudios que se refieren a este sistema de evaluación desde un concepto 
actualizado de validez. El objetivo de este estudio fue analizar críticamente la validez del SIMCE, considerando el 
concepto unitario de validez, el enfoque basado en el argumento y la consideración de todo el proceso relacionado 
en el sistema de evaluación, la inclusión de interpretaciones de todos los interesados que están involucrados en el 
proceso y amenazas de validez. Se realizaron entrevistas a los principales interesados y se analizaron documentos 
oficiales del SIMCE. Se realizó un análisis de tipo iterativo, sobre la base de la teoría considerada, concentrándose en 
la equidad de los sistemas de evaluación como se entiende en estándares internacionales. Entre los principales re-
sultados se encuentra que el SIMCE no cumple aquellos propósitos relacionados con una mayor equidad del sistema 
educativo; genera consecuencias negativas que podrían perjudicar a los estudiantes con más dificultades y de secto-
res más vulnerables; y no considera en su construcción la diversidad de estudiantes que deben responder las pruebas.
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it mainly referred to the technical comparability of results 
from one year to the next.The controversy generated im-
provements through the introduction of IRT in test devel-
opment, as well as equating mechanisms (Schiefelbein, 
1998). Only one study focused on validity issuesaround 
SIMCE (Eyzaguirre& Fontaine, 1999), although it only an-
alysed the dimensions of construct and content. Fairness 
was not addressed by these authors.

In light of the Ministry of Educactions’s concerns and 
the critical attention of researchers around aspects such 
as the multiplicity of purposes of this assessment system 
(Comisión SIMCE, 2003;Bellei, 2002) the limited amount 
of studies around the validity of theinterpretations and 
actions based on SIMCE comes as a surprise. If studies 
on SIMCE in relation to validity are scarce, research that 
specifically focuses on its fairness is virtually inexistent. 
Despite this research gap, the assessment system is char-
acterised by different sources as methodologically solid 
and as having a high level of credibility (Meckes& Carras-
co, 2010; Comisión SIMCE, 2003, 2015), even though the 
corresponding evidence for these statements is not pro-
vided. Recent technical reports by the Agency for Quality 
refer mainly to validation processes in terms of content 
coverage and statistical procedures, while broader valid-
ity issues such as fitness-for-purpose or consequences are 
ignored (Agency for Quality in Education, 2014,2015).

A new wave of criticism has recently emerged in rela-
tion to SIMCE both from actors of the education system 
(Comisión SIMCE, 2015) and from research (Australian 
Council for Educational Research [ACER], 2013; Flórez, 
2013; Ortiz, 2012). A new committee was appointed in 
2014 to critically review the system and to propose ways 
in which its quality and functioning could be improved. 
The detailed conclusions of the committee are to be pub-
lished in an extensive report during 2015 and an execu-
tive summary was already published in January 2015. It is, 
therefore, a favourable moment to contribute to this dis-
cussion by suggesting potential improvements to validity 
and fairness in SIMCE. Given that one of the stated pur-
poses of SIMCE, according to several official documents, 
is to improve the equity of our education system, fairness 
becomes a particularly salient issue in this discussion.

This article is based on a wider project that was funded by 
the National Council for Education in 2012-2013 and sup-
ported by the Oxford University Centre for Educational 
Assessment (OUCEA). In this project, the author critically 
analysed the validity of interpretations and actions relat-
ed to SIMCE, considering a qualitative approach where 
both interviews with key stakeholders and official doc-
uments on SIMCE were used a as a source for analysis. 

The technical dimension that represents equity in an as-
sessment process is fairness. According to the Internation-
al Standards for Educational and Psychological Testing 
(AERA, APA, NCME, 2014, p. 49), fairness is recognized 
as “a fundamental validity issue (which) requires atten-
tion throughout all stages of test development and use”. 
The consideration of fairness requires test developers to 
control for aspects such as: standard administration con-
ditions that assure equality of opportunities for all exam-
inees to demonstrate their ability; attention to potential 
bias in score interpretation; difficulties in access to the 
construct as measured for some subgroups of the popula-
tion; accuracy of score interpretation in relation to specif-
ic groups, among others (AERA, APA, NCME, 2014).

There is international consensus around the importance 
of the ethical dimension of testing since Messick’s emer-
gence in the field of assessment (1980, 1989). Additional-
ly, literature from the field of sociology of education has 
highlightedhow testing systems affect specific minori-
ty groups in the assessed population(Filer, 2000). In this 
context, the scarcity of studies on these issues in relation 
to the Chilean national curriculum assessment system 
(SIMCE) seems surprising. 

The Chilean System for the Measurement of Quality in Ed-
ucation (SIMCE) was established by law in 1990 (Ministry 
of Education, 1990) and has been in place for more than 
two decades. For several years it was under the control of 
the Ministry of Education through a specific unit focused 
on the test. In 2012, its development was transferred to 
the Agency for Quality in Education, a government insti-
tution independent from the Ministry. 

SIMCE involves assessing the whole cohort of students 
of a specific level, including private, public and govern-
ment subsidised public schools. It was initially given to 
students in the 4th and 8th levels of primary school and 
in the 2nd level of secondary school. Each year only one 
of these levels was assessed in the areas of Language and 
Mathematics, along with History and Natural Sciences for 
the first two levels (4th and 8th). After 2006, two levels 
were assessed annually: the 4th level was assessed every 
year along with one of the other two levels. After 2010 
the areas of English as a Second Language and Physical 
Education were included in the system and the 2nd and 
6th levels of primary school began to be assessed. This 
means that nowadays schools are exposed to around 17 
tests per year. 

Despite its long history and its increasing pervasiveness, 
only a few critical studies are found in the available litera-
ture. A critical trend emerged at the end of the 1990s but 
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of inferences around SIMCE.With this approach as a basis, 
the main research question that guided the study was:Is 
SIMCE a valid assessment process, considering the differ-
ent dimensions of the concept of validity?

Decisions about the types of evidence to be collected 
were made on the basis of recent developments in va-
lidity theory. Considering the unitary concept and the ar-
gument-based approach to validity, as well as Stobart’s 
(2009) dimensions of validity, three specific sub-questions 
were defined: a) Is SIMCE valid for all the purposes and 
uses currently attributed to it?; b) What are the constructs 
assessed in SIMCE? Is there a consistent interpretation 
about these constructs throughout the system?; and c) 
What contents does SIMCE assess and how representative 
is that content of the construct to be assessed?

Along with these aspects, over the last few years, the in-
ternational literature has insisted on the importance of 
interpretations from the perspectives of a broad range of 
stakeholders involved in the assessment process, as well 
as onthe need to consider all the stages of the assessment 
system (Newton, 2013; Koch & DeLuca, 2012). Therefore, 
rather than a focus on the instrument and its internal 
characteristics -a perspective that has been advocated by 
authors such as Lissitz&Sammuelsen (2007) and has been 
widely criticised by the main voices of the field (see for 
example Sireci, 2007; Kane, 2008; Moss, 2007)-, this study 
is consistent with current approaches to validity, which 
are broad in their consideration of both the agents and 
the phases of the assessment process.

The views and interpretations of test developers, coor-
dinators and internal professionals in SIMCE, item con-
structors, open question reviewers, teachers, among oth-
er actors, were included. On the one hand, this allowed 
evaluating whether their interpretations around the con-
struct were consistent throughout the process. On the 
other hand, these sources served as a means to generate 
data about the quality of each stage of the process and, 
therefore, contributed to the overall judgement on the 
quality of this assessment system as whole. 3 addition-
al sub-questions guided this dimension of the study: a) 
What do different actors of the process think about the 
validity of SIMCE?, b) Is there a common view among ac-
tors about the validity of SIMCE and its results?, and c) Is 
validity maintained throughout SIMCE’s processes of pro-
duction, distribution, correction and use?

Findings are organised following some of the categories 
developed by Stobart (2009) in relation to validity: (i) pur-
poses and fitness-for-purpose; (ii) administrative reliabili-
ty; (iii) test construction and interpretation of results; (iv)
impact/consequences.For each aspect a brief theoretical 
explanation is provided, along with threats to validity as 
defined by Stobart (2009). 

In general terms, the perspective on validity that perme-
ates this paper is that of the unitary concept developed 
by SammuelMessick (1980, 1989), in which all dimensions 
(construct, content, criterion, consequences) are sub-
sumed into the assessment construct, and where validity 
is defined as “(…) an integrated evaluative judgement 
of the degree to which empirical evidence and theoreti-
cal rationales support the adequacy and appropriateness 
of inferences and actions based on test scores or other 
modes of assessment” (Messick, 1989, p. 13).

Following later developments of the concept, this paper 
adopts an argument-based approach to validity (Kane, 
2008, 2010, 2011). It also considers that the whole assess-
ment process is important (Newton, 2013), including the 
perspectives and interpretations of different stakehold-
ers involved in the system (Koch&DeLuca, 2012; Hubley&-
Zumbo, 2012). Attention is also given to consequences as 
an essential aspect in validity studies (Kane, 2008, 2010, 
2011; Messick, 1980, 1989; Shepard, 1997; Linn, 1997).

Method

Methological framework and research questions

Due to the current predominance of a pragmatic and op-
erational approach to validity favoured in the work of 
assessment development agencies, qualitative and criti-
cal approaches are seldom explored in relation to specific 
assessment systems. Therefore, there is a general scarcity 
of evidence in relation to aspects such as: stakeholder’s 
interpretations and views in relation to test results and 
around its quality and fitness-for-purpose; the validity of 
interpretations provided in official sources; the quality 
of questions and, therefore, their suitability as a means 
to cover a specific domain; the quality of the process-
es involved in the development and implementation of 
SIMCE, going beyond their mere description; among oth-
er aspects relevant to the construction of a validity argu-
ment. 

A qualitative approach was adopted in the study as a 
means to begin filling this research gap by exploring the 
kinds of evidence thatthis perspective couldcontribute in 
the construction ofan argument in relation to the validity 
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Data collection and analysis

Two sources of data were considered in the study:

Semi-structured interviews

Starting from previous working contacts of the research-
er, snowball sampling was used to gain access to different 
stakeholders who have been involved in the process of 
SIMCE in a variety of roles. Interviews were carried out 
with 15 stakeholders involved in areas as varied as co-
ordination, item construction, supervision of item con-
struction, item reviewing, supervision of the reviewing 
process, construction and validation of criteria for open 
questions, with some of them having held more than 
one role in their career. These actors work in the areas 
of Spanish and Mathematics (unless they hold a gener-
al more overarching position) and are both internal and 
external to SIMCE. Their years of involvement allow for 
obtaining perspectives about the test from 1998 to 2013 
and, therefore, include participants that have worked for 
SIMCE under different political administrations. 

Table 1 provides more details about these participants, 
including their roles and disciplines (when applicable). 
However, due to anonymity issues their years of involve-
ment are not stated and their roles are made more gen-
eral in some cases. Being a policy elite group, the value 
of the data lies not in the number of participants but in a 
type of knowledge that is usually restricted, despite this 
being the place where the initial interpretations around 
SIMCE are generated. The value increases in the case of 
actors internal to SIMCE, in terms of their privileged ac-
cess to the test and its procedures. 

The views of teachers are seldom included in arguments 
for validation, although they constitute one of the main 
recipients of the results of the national test and despite 
the existence of evidence from research and policy reports 
about their lack of understanding and use of the scores 
of SIMCE (Comisión SIMCE, 2003; Centro de Investigación 
y Desarrollo de la Educación [CIDE], 2007; Taut,Cortés, 
Sebastian&Preiss, 2009). Due to this gap,interviews were 
carried out with 20 teachers in order to explore their per-
spectives in relation to the interpretation, use and conse-
quences of the results. 

Participants were selected through a purposeful sampling 
procedure that aimed at a wide variety of contexts (ru-
ral/urban, public/private/government subsidised private), 
levels of experience (10 recently graduated teachers and 
10 experienced teachers), disciplines (included and not 
included in SIMCE), gender and type of initial teacher ed-

ucation. The aim of variety was not generalisation but 
discursive representativeness in qualitative terms. How-
ever,although it was a small sample, the degree of con-
sistency in the views of teachers around SIMCE was high 
and was also consistent with views expressed through re-
search of a more quantitative nature (CIDE, 2012; Taut et 
al., 2009). Table 2 provides details of the profiles of each 
participanting teacher.

Ethical requirements were met by informing the partici-
pants about the project and securing their anonymity (all 
the names used here are pseudonyms). All of the partici-
pants signed consent forms.

After transcription, interviews wereanalysed using NVivo 
10, in an iterative process of content analysis (Srivastava& 
Hopwood, 2009), which had the theory around validity 
as a basis. This analysis involved exploring aspects such 
as: (a) purposes of SIMCE; (b) description of their involve-
ment in the process and their perceptions about its qual-
ity; (c) the construct assessed by SIMCE; (d) the means to 
represent such construct; (e) their knowledge and views 
about uses, interpretations and consequences of SIMCE; 
(f) and their perceptions about the general validity of the 
system.

Documents

Clarity around the purposes and interpretations of scores 
and results is a crucial aspect of validity(AERA, APA, NCME, 
2014).Official documents provided by the assessment 
agency that creates the tests are, therefore, a fundamen-
tal source in the construction of an argument around va-
lidity. A set of publicly available documents was selected 
with this aim in mind: to observe how the purposes, uses 
and interpretations of the scores of SIMCE are officially 
defined. A second group of documents was selected fol-
lowing the same purpose asthe study of Eyzaguirreand 
Fontaine (1999): to analyse the construct and content as-
sessed by SIMCE through its questions. In order to make 
data more manageable, these documents were restricted 
to the areas of Spanish and Mathematics (the full list of 
selected documents can be found in Appendix 1).

Shorter documents (sections of websites and brochures 
with general guidelines) were coded in NVivo using the 
same inductive and iterative approach (Srivastava & Hop-
wood, 2009). Initially,the 373 codes induced from the 
data were later classified in fewer codes. This analysis 
served as a basis for the design of the interviews. In a 
second phase, more extensive documents (results reports, 
explanation of levels of achievement, etc.) were analysed 
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Table 1.

Selected key actors in the process of SIMCE

Pseudonym Role(s) in SIMCE Discipline 
(if applicable)

1 Alicia Internal SIMCE professional / Coordination role Mathematics

2 Alejandra Supervisor of item construction
Supervisor of item reviewing

Language 

3 Arturo Internal SIMCE professional / Coordination role Not applicable

4 Augusto Item reviewer Mathematics

5 Daniela Item constructor
Item reviewer
Validator of assessment criteria rubrics 

Language

6 Emilio Item reviewer Mathematics

7 Jaime Internal SIMCE professional / Coordination role Mathematics

8 Josefina Internal SIMCE professional / Coordination role Not applicable

9 Pedro Institutional coordinator of item construction (external university hired for the 
process)

Language 

10 Rebeca Internal SIMCE professional / Coordination role Language 

11 Roberta Supervisor of item construction Language 

12 Rodolfo Item reviewer Language

13 Sandra Supervisor of item correction
Item reviewer

Language

14 Sofía Internal SIMCE professional / Coordination role Language 

15 Ximena Supervisor of item correction
Item reviewer

Language

through pen and paper coding, using the codes induced-
from the short documents as a reference.

A group of experts was consulted during the research 
process as a means of avoiding potential bias in data 
analysis. Two assessment experts from OUCEA provided 
feedback on the interview schedules, which were re-
viewed and modified based on their critiques. One of the 
interviewees with expertise in Mathematics was consult-
ed in the process of the analysis of items. Finally, concerns 
about the validity of SIMCE were discussed with an expert 
psychometrician in order to confirm or refute their rele-
vance. 

Results

In this section, the results of this study deemed relevant 
to equity issues in SIMCE are described in detail. Findings 
are organised considering four sections, taking Stob-
art’s (2009) categories as a reference: (a) purposes and 

fitness-for-purpose; (b) administrative reliability; (c) test 
construction and interpretation of results, and (d) impact/
consequences. When necessary, a brief theoretical intro-
duction to validity issues is provided at the beginning of 
the section, followed by research results. For reasons of 
space, the author provides only a few illustrative exam-
ples of the analysed sources but these are representative 
of major trends in data (further evidence can be found in 
Flórez, 2013).

Purpose and fitness-for-purpose

Despite its historical development, there is long-standing 
agreement in the literature on validity that a test is not 
valid in itself. That is, the test is not valid as such in any 
given context but the inferences that are drawn from it 
on the basis of a specific purpose and/or use (Cronbach, 
1984; Anastasi&Urbina, 1997; Kane, 2011; Newton 2012; 
Hubley & Zumbo, 2011). Cronbach (1984), for instance, 
states that the question is not how valid this assessment is 
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Table 2.

Characteristics of participant teachers

Profile Pseudonym Level of 
teaching

Gender Type of 
school

Type of 
school 
location

Discipline (if specialised)

Recently 
graduated

Rosaura Secondary F Private GS Urban English as a foreign language

Catalina Primary F Public Urban English as a foreign language

Saúl Primary M Private GS Urban History, Geography and Social Sciences

Ernesto Primary M Public Rural Not applicable

Susana Secondary F Private GS Rural Physical education

Raquel Secondary F Private NGS Urban Philosophy

Ana Secondary F Public Urban Biology

Óscar Primary M Public Urban Spanish

Felipe Secondary M Public Urban History, Geography and Social Sciences

Patricia Secondary F Public Urban Biology

Experienced Leila Secondary F Public Urban Mathematics

Néstor Secondary M Public Urban Philosophy

Rosa Primary F Private GS Urban Spanish

Hernán Secondary M Private NGS Urban History, Geography and Social Sciences

Amelia Primary F Public Rural Spanish

Fabiana Primary F Public Urban Natural Sciences

Luisa Primary F Public Urban History, Geography and Social Sciences

Marcos Primary M Private GS Urban Musical Education

María Secondary F Public Urban Spanish

Laura Primary F Public Urban Technologic Education

Note:GS: Private government-subsidised schools; NGS: Private non-goverment-subsidised schools

but what decisions is it valid for, which is consistent with 
Messick’s idea of the adequacy of actions and inferences 
derived from the results of a test. Therefore, one central 
aspect in the analysis of the validity of an assessment sys-
tem has to do with its purposes and intended or unin-
tended uses, as well as the interpretations that are de-
rived in connection to each of these purposes. In Stobart’s 
framework, some potential threats to validity in relation 
to the purposes of an assessment system are: “lack of 
clarity; competing purposes; unachievable purposes’. In 
terms of fitness-for-purpose, the author points out that 
a central question would be: “Does the assessment do 
what it is claiming to do?” (Stobart, 2009, p. 165).

One of the most widely mentioned and long-standing 
purposes of SIMCE, as indicated in the analysed docu-
ments as well as in the very recent executive summary of 

the 2014 Committee, is to improve the quality and equity 
of the education system.A central question about validity 
and equity in this respect would be: Is SIMCE increasing 
the equity of the education system?

One of the main findings of the study presented here 
is that SIMCE has, according to interviewees and docu-
ments, at least 17 different stated purposes (2 of them 
are not stated in official documents but are mentioned 
by interviewees), along with two macro-purposes in ten-
sion: the pedagogical use of data (here results are un-
derstood as a support for teachers’ reflexive processes 
around their practice and as a means to improve their 
teaching), and holding schools accountableby exerting 
pressure on them. This problem is recognised by internal 
members of SIMCE, as can be seen in this quotation from 
Arturo:



María Teresa Flórez Petour

[ 37 ]

ability drawn from achievement test scores may be com-
promised”(AERA, APA, NCME, 2014, pp. 56-57)

Therefore, SIMCE does not consider gaps in the oppor-
tunity to learn that different types of schools are able 
to generate. Although official reports indicate schools 
should only be compared to other similar schools, in prac-
tice and in the broader context of a market-centred mod-
el of education, this is not taken into account. Teachers 
interviewed in this study criticise not the existence of a na-
tional assessment system but the lack of fairness of SIMCE 
as part of a market-oriented school system. Hernán, for 
example, who works at a private school where they sup-
posedly do not care about SIMCE results, indicates:

‘There is a certain amount of restlessness too, I mean, we 
say it’s not important, nothing standardised, but there is 
always a concern (…). And we always finally end up val-
idating that this shows pedagogical level, the academic 
level of our students, educational level… (…). But is very 
distorting, because eventually you are in a school that 
supposedly doesn’t care, like this, but finally here they 
also do preparation tests for SIMCE. (…) And you know 
why? Because it has to do with the market. Because if 
[name of the school] falls from 290 points (…) or it’s not 
near 300, less students will enter here’ (Paragraph 93).

If the publication of results tends to stigmatise vulnera-
ble groups, it is unlikely that the purpose of improving 
the equity of the system is being achieved. It seems the 
result is rather the opposite. Ortiz (2012) adds to this that 
another purpose of SIMCE, that is, its original purpose of 
informing parents’ school choice, has only been achieved 
for those who can pay to attend schools with better re-
sults, which does not contribute to the equity of the sys-
tem. According to Ortiz (2012), it has also contributed to 
a weaker image of public schools by stigmatising them, 
although research has shown it is not the effect of the 
school that influences results but mainly the socio-eco-
nomic background of parents.

Pedagogical use of data

The second assumption draws on the pedagogical use of 
data as a macro-purpose of SIMCE. There are two studies 
with consistent results around the use that parents and 
teachers make of data derived from the test. The series 
of reports from CIDE (2007, 2008a, 2008b) andSepúlve-
da(2008) conclude that teachers value the information 
that is provided, especially after the introduction of 
achievement level descriptions in 2006. However, they do 
not see the same value in the comparisons that are estab-
lished in reports and they seldom use data from SIMCE to 

‘What happens is, when you have a system with too many 
purposes, finally that, literature is very extensive on that 
I think, tensions emerge (…). My impression is, in that 
context, SIMCE, in a general sense, has probably satisfied 
in a better way the accountability demands and the ones 
that have to do with political monitoring of practices, 
rather than [the ones related to] feedback on practice, 
historically speaking. So, despite the efforts, I still think 
there is some unbalance in how well all these purposes 
are satisfied. (…) when one sees the impact on the sys-
tem, one realises there are purposes (…) that are better 
accomplished than others. In that sense, there is clearly 
(…), I don’t know if a tension, but when decision-mak-
ing comes, I think the system satisfies better its purpos-
es of monitoring and accountability than the purpose of 
feedback on practice. (…) we haven’t found formulae to 
make the message we send to headteachers and teachers 
more powerful’ (Paragraph 18). 

One assumption that underlies the purpose of improving 
equity in education is that the assessment system will put 
pressure on schools and thus motivate them to increase 
the quality of the service they are providing, and there-
fore more students from different backgrounds will have 
access to a better education. Additionally, the macro-pur-
pose associated with pedagogical use presupposes that 
teachers receive information that allows them to improve 
their practice and thus the learning of their students, 
generating as a result the provision of quality education 
for more students. Both assumptions are discussed below.

Data for accountability

Pressure is exerted through the publication of the results 
of SIMCE in a context where schools have to compete 
with each other to attract more students in a voucher 
system model. Private, public and government-subsidised 
schools have to participate in this competition as if they 
were equal, despite recognition that the Chilean educa-
tion system is highly segregated (Valenzuela,Bellei& De 
los Ríos, 2010; Núñez, 2015). Public schools in Chile are 
the ones that receive the most vulnerable students, es-
pecially those in which selection is not permitted. These 
are also the schools that usually obtain the lowest test 
scores. As a result, public schools suffer a decrease in stu-
dent intake, which could potentially lead to their closure, 
and are portrayed as deficient through the media blitz 
that is generated each year around the scores of SIMCE. 
International standards on fairness indicate that “(…) 
potential inequities in school resources available to stu-
dents from traditionally disadvantaged groups (…) affect 
the quality of education received. To the extent that if 
inequity exists, the validity of inferences about student 
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Teachers and some members of SIMCE recognise in their 
interviews a series of malpractices oriented to artificially 
increase the score of the school in the test. One of these 
practices is to either ask lower performing students not 
to attend the school on the day of the test or to provide 
high performers with special training in order to boost 
the score of the whole group through their performance. 
This is preliminary qualitative evidence on which further 
research must be carried out. If these effects are wide-
spread, they could not only affect the validity of score 
interpretations as the administration of the test would 
not be homogeneous, but also have serious implications 
in terms of fairness. The self-esteem of students with low 
performance levels could be damaged as well as their 
motivation to learn. Unlike their high-performing peers, 
they would also have less opportunity to learn and thus 
less access to the construct being assessed. It is impera-
tive, therefore, to carry out studies both on the reach of 
these types of consequences and on the potential wash-
back effects they might have on score interpretation.

Test construction and result interpretation

According to interviewees from SIMCE and to the recent 
technical report on the 2012 process (Agency for Quali-
ty in Education, 2014), SIMCE considerspotential gender 
and rural/urban bias in their piloting processes, and elim-
inates or modifies questions that present this type of is-
sues. However, they do not include socio-economic bias in 
the post-pilot analysis of items. Given the consequences 
of the test for public schools and the persistence of social-
ly segregated results every year, to consider this potential 
source of bias would be essential. As Standard 3.3 points 
out (AERA, APA, NCME, 2014, p. 64): “Those responsible 
for test development should include relevant subgroups 
in validity, reliability/precision, and other preliminary 
studies used when constructing the test”.

The example below was taken from a 2010 document 
aimed at illustrating questions associated with different 
levels of achievement in 8th grade Mathematics. It illumi-
nates how SIMCE questions could involve socio-economic 
bias:

Alert and pre-emergency correspond to terms used in the 
context of a policy against pollution that operates only 
in a few contaminated cities in Chile, mainly the capital 
Santiago and Temuco in the south of the country. It cate-
gorises different degrees of pollution, according to which 
the circulation of cars is prohibited to a larger or lesser 
extent, using the last number of the car’s license plate as 
a reference. 

establish future goals, actions or commitments. Likewise, 
Taut et al. (2009) conclude that both parents and teach-
ers experience problems to recall and interpret basic in-
formation from the reports correctly. The developers of 
SIMCE have not provided evidence that contradicts these 
results and there is no empirical basis to state that this 
assessment system has contributed to increase the qual-
ity and equity of education in Chile. In the context of a 
Messickean and argument-centred approach to validity, 
providing this evidence would be crucial to ensure both 
the validity and the fairness of the test.

Neither pressure nor the pedagogical use of data are ef-
fective means to improve the equity of the system. This 
lack of impact in equity is increased by the simultaneity of 
both purposes, as the former seems to make the second 
less feasible. Literature recognises the difficulties of ex-
pecting the same test to support both purposes. Pressure 
has consequences that do not necessarily improve teach-
ing quality and even test construction aspects vary widely 
depending on the purpose that is chosen (Haldane, 2009). 
More recent trends are moving towards a focus on one of 
the two purposes (see for example Moe, 2009 for the case 
of Norway; Wandall, 2009 for the case of Denmark; and 
the System of Assessment of Learning website (SEA, 2015) 
developed by the Council for Initial and Primary Educa-
tion and the Department for Assessment of Learning in 
Uruguay) or designing a system of multiple assessments 
where both purposes are addressed through different in-
struments and with an emphasis on higher order thinking 
skills as well as high quality teaching (see for example 
Herman and Linn, 2013 for the case of the Smarter Bal-
anced Assessment Consortium in the US).

Administrative reliability and fairness in SIMCE

Current assessment standards recognise reliability and 
validity as two closely interlinked aspects of test devel-
opment (AERA, APA, NCME, 2014). Stobart (2009) con-
siders reliability as one component of validity, which can 
be threatened by factors such as: “Security breaches; in-
consistent test administration and conditions; inappropri-
ate modifications/time constraints; test-taker reliability” 
(Stobart, 2009, p. 165).Along the same line, standards 
recognise that a fundamental aspect of fairness in test-
ing is related to administration and scoring procedures 
that minimise construct-irrelevant variance and promote 
valid score interpretations for all examinees (AERA, APA, 
NCME, 2014). Some concerns emerge from the results of 
the study presented here in relation to potential incon-
sistencies in test administration and conditions as well as 
test-taker reliability.
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open question reviewers interviewed in the study were 
consistent in recalling a problematic situation in this re-
spect. Emilio, a Mathematics item reviewer, describes it in 
the following way:

‘(…) we received an answer in a strange lan-
guage (…); we assumed it was an indigenous 
language, mapudungún, (…) within this an-
swer, which was illegible to us, (…) you could 
perceive there was something going on but we 
were not able to understand it and that was im-
mediately coded as wrong, that is, there wasn’t 
any process to find out what could be going on 
there but [they just said] <<no, this is illegible, is 
wrong>>, and I didn’t like that. That happened 
to me and I heard of similar cases a couple of 
times and that seemed strange to me. At least 
I would have set it aside and investigated a bit 
(…)’ (Paragraph 17).

According to the 2012 census, more than 10% of the Chil-
ean population belongs to an indigenous group (Institu-

As can be seen in the example, no context is provided in 
the question. As a result, students whose parents have 
a car and live in Santiago or Temuco could have an ad-
vantage over students who live in other cities and/or do 
not own a car. As rural/urban bias is controlled for in 
the post-pilot psychometric analysis, the regional aspect 
might be covered. However, there is no control for so-
cio-economic bias in relation to families who use public 
transport instead of a car and, therefore, for whom the 
context of the item would be less familiar. This type of 
bias should also be considered, for example, in terms of 
topics, cultural references, language, etc., both in stimuli 
and questions. As Standard 3.1(AERA, APA, NCME, pp. 63-
64) indicates: “Test developers need to be knowledgeable 
about group differences that may interfere with the pre-
cision of scores and the validity of test score inferences, 
and they need to be able to take steps to reduce bias”.

Another example that is repeatedly provided in the sec-
tion on fairness of the Standards(AERA, APA, NCME, 
2014) is that of students whose native tongue is differ-
ent from the language of the test. The two Mathematics 

Figure 1. Example of question associated with different levels of achievement in 8th grade Mathematics
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of teachers and 87,2% of headteachers agree that 
“SIMCE, by comparing schools that are very different in 
the socioeconomic and cultural features of their students, 
ignores the effort made in context with more difficult 
areas” (CIDE, 2012, p. 44). Along the same lines, teach-
ers demand in their interviews a more context-sensitive 
assessment system, where interpretations and intended 
consequences take these differences into account. 

The reports of results that were analysed in this study are 
careful in saying that schools should only be compared to 
those of a similar type. However, national reports present 
the scores of different types of schools and from differ-
ent socio-economic backgrounds in the same table, which 
could motivate non-valid (and unfair) comparisons. Ad-
ditionally, policies tied to SIMCE results provide material 
resources to schools in proportion to their increase in re-
sults.They also involve sanctions to schools who repeat-
edly fail. These policies treat all schools as if they were all 
the same and were competing for resources in the same 
conditions.

Impact and consequences

Ever since Messick’s (1980, 1989) development of his uni-
tary concept, and after a long-standing debate,the conse-
quences of a test were finally incorporated in the AERA, 
APA, NCMEStandards in 1999 as part of the validity of 
an assessment system.In relation to this aspect, Stobart 
(2009, p. 165) indicates as potential threats: “limited con-
fidence in results; contested interpretations of results; 
inappropriate decisions made on the basis of results; neg-
ative impact on teaching and learning”.All the teachers 
in the study recognised SIMCE as a pressure device that 
generates negative feelings in them as well as a series of 
negative consequences.

Teachers from the assessed disciplines, including English 
and Physical Education, refer to experiences of role con-
flict (Berryhill, Linney & Fromewick, 2009) caused by the 
test. That is, their concept and principles around peda-
gogy and around the discipline they teach conflict with 
the demands of SIMCE. Ana, a young Biology teacher at 
a public school for girls, portrays this experience in the 
excerpt below:

‘(...) the school in one way or another moves 
you to work aiming at (…) SIMCE, in some cases. 
Because finally, from years 9 to 12, what do you 
do? You acquire the practice of privileging mul-
tiple choice questions and that the girls learn 
to solve them, or at least they have the tools 
to solve or eliminate some, [] why this option 

to Nacional de Estadística [INE], 2012). Despite this cul-
tural variety, there are children in Chilean schools whose 
native tongue is different from Spanish who have to take 
the SIMCE test in a language that could potentially be 
more difficult for them than for other students. The ex-
cerpt shows how the student felt more confident provid-
ing an answer in Mathematics in his/her own language. 
It also reveals that the student’s answer might have been 
correct but it was discarded only on the basis of being 
written in a language unknown to the reviewers. This has 
implications in terms of fairness, as language in this case 
is a barrier for examinees and thus a potential source of 
construct-irrelevant variance. 

Another related aspect that is mentioned in the Stan-
dards(AERA, APA, NCME, 2014) is the suggestion to car-
ry out sensitivity reviews of tests in order to determine 
whether indigenous groups might have alternate inter-
pretations of particular questions due to issues more 
sensitive to them. There is no information about the way 
SIMCE currently addresses this issue.

It is likely that due to these gaps teachers perceive SIMCE 
as a test that treats very different schools and contexts as 
if they were homogeneous, making the information pro-
vided by the test not very useful for their specific circum-
stances and unfair in the sense that the same demands 
are placed on schools that do not have the same resourc-
es and conditions. Ernesto, who is a primary teacher in a 
public rural school, explains this issue in the excerpt be-
low, which illustrates the general perception of teachers 
in this study:

‘(…) SIMCE ties my hands because its what, its 
almost the life project of the whole school. 
Schools live and die for SIMCE and there is [] 
an overvalued importance due to, due to the 
fact that there are no internal assessments in 
the country that give [], that are able to replace 
SIMCE or of generating [] a panorama of Chi-
lean education with more precision [] or at least 
more meaningful in relation to all the different 
worlds that are found in this Chile, because SI-
MCE is horizontal and affects equally and mea-
sures equally the knowledge of all the realities 
of students, of the country’s pupils. Which is, is 
a stupid thing’ (Paragraph 32).

These perceptions are consistent with the findings from 
a large-scale survey carried out each year by CIDE (2012), 
where different actors of the school system respond to 
a series of questions, including a separate section about 
SIMCE. The 2012 version of this survey shows that 88,1% 
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students, as it impoverishes education across all social 
groups. However, given the importance of socioeconom-
ic background in Chilean education, high-class students 
have more opportunities for a balance of this impoverish-
ment through the economic and cultural capital of their 
families, a possibility that students from more vulnerable 
backgrounds would not have. The negative consequenc-
es of SIMCE are, therefore, more pervasive and inevitable 
for students from vulnerable backgrounds who also at-
tend public schools, where the pressure for improvement 
is higher than in other contexts.

Conclusions

The results presented in this paper illustrate that validity 
and fairness are two intertwined areas in the develop-
ment of a good quality assessment system. The former is 
centred on the adequacy of inferences derived from test 
scores, while the latter answers the question of whether 
these interpretations are valid for all examinees in terms 
of eliminating potential bias or systematic disadvantages 
for specific groups in the assessed population. In the case 
of SIMCE, the results of thisvalidity study revealed the fol-
lowing concerns around fairness:

(i) No evidence is found of the test as being able to ful-
fil its purpose of improving the equity of the education 
system.

(ii) There are potential reliability issues that demand fur-
ther research to demonstrate that test administration is 
being fair for all students.

(iii) No steps are taken in test development in order to 
control for socio-economic bias or language and cultural 
barriers as potential sources of construct-irrelevant vari-
ance.

(iv) Further research is needed to evaluate how wide-
spread the negative consequences of SIMCE are, not 
only in terms of general washback effects of these con-
sequences on the interpretation of scores, but also of po-
tentially increased detrimental effects for more vulnera-
ble schools.

The distance between the concerns raised by assess-
ment theory, which are reflected in international stan-
dards(AERA, APA, NCME, 2014), and what assessment 
agencies do in practice has been subject of long-standing 
criticism (Haertel, 1999; Anastasi, 1986; Hubley&Zumbo, 
2011; Koch & DeLuca, 2012). 

is not the right one, why number one is not 
there and you have to restrict yourself to that. 
(...) But how real is that in terms of my teaching 
practice, in terms of what I am doing, there is 
an ethical issue there. (...) And you see yourself 
forced in one way or another by the system, be-
cause what do they do to us, that there is a bo-
nus because of SIMCE, (…) then you privilege in 
some cases, more than education itself, to work 
aiming at those bonuses, and the system pushes 
you to work this way’ (Paragraphs 78 to 86).

Additionally, these teachers declare feeling pressured to 
prioritise curriculum coverage instead of depth in learn-
ing.

In contrast, teachers in disciplines that are not assessed 
by the testperceive that their areas are overshadowed by 
what Néstor denominates ‘the star disciplines: Spanish 
and Mathematics’ (Paragraph 56). In practice, according 
to interviewees, this involves using hours of these areas 
for training or reinforcement of SIMCE; encouraging 
these teachers to plan their disciplines in a way that is 
functional to the assessed areas (mainly Spanish in this 
case); and the concentration of the material and human 
resources of the school in the levels and disciplines to be 
assessed each year.

Consistent with the results of Taut et al. (2009), all partic-
ipant teachers recognise the existence in their working 
contexts of some form of preparation for SIMCE. The ma-
jority of teachers in this study, along with some of the in-
terviewees from SIMCE, also refer to a series of malprac-
tices that have resulted from SIMCE, such as: economic or 
material incentives for teachers and students; academic 
incentives for students; special training of high-perform-
ing students during the hours dedicated to areas not 
assessed by SIMCE as a means to boost the score; and 
replacement of late afternoon extra-curricular optional 
workshops for training and reinforcement of SIMCE.

This evidence shows how SIMCE distorts the practices of 
schools and how teaching and learning in a more holistic 
and meaningful sense is turned into artificial training sit-
uations focused on the areas that are assessed in the test, 
and on the type of questions that predominate in it. The 
results from the CIDE survey (2012, p. 44) also confirm this 
perception, as almost 60% of teachers agree that “SIMCE 
generates an increase in the mechanisation of teaching 
and learning and it impoverishes education”. No differ-
ence in results was found in the author’s study in terms of 
type of school in this respect, so an initial interpretation 
could be that SIMCE is equally negative for all Chilean 
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Validity seems to be reduced in many cases to an instru-
mental and pragmatist approach wherecontent coverage 
and statistical validation are considered to be sufficient 
to affirm that an assessment system is technically sol-
id - a statement commonly found among advocates of 
SIMCE.As Kane (2010) recognises, following currentstan-
dards and theoretical agreements would make validation 
a much more complex process. However, this is no rea-
son to avoid necessary changes. When the consequences 
of a test are examined in connection to equity issues in 
testing, as illustrated in this paper, then this complex ap-
proach becomes an ethical imperative.
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